
Tie all of the critical information together to 
get a single, unified view of the environments 
supporting trading applications.



The investment and asset management company offers an extensive range of active investments, from equities to bonds. 

Data is integral to the operations of the Netherlands-headquartered firm, whose roots date back nearly a century. As of 

June 2020, the company had € 155 billion in assets under management, with € 71 billion managed on quantitative 

techniques. The innovation-led company employs 855 people at 17 offices worldwide.

A few milliseconds can make 
a world of difference within the 
trading environment 
With information sprawled across an array of solutions - 

third-party vendors, stock market tickers, and so on - it was 

critical for the company that each of these content feeds 

performed at the optimum level. The company used a tool 

called MTV to monitor the availability and suitability of each 

information source and check that it was completed prompt-

ly and correctly. But there were still gaps in the information 

that could tell them if their critical business application was 

functioning properly or if pending issues needed to be ad-

dressed.

  

The team, which included the manager for monitoring and 

control, the lead engineer monitoring, and the vendor man-

ager, began looking for a solution that could tie all of the 

critical information together to give them a single, unified 

view of their environment supporting their trading applica-

tion. Could one tool collect, aggregate, interpret, and report 

simultaneously within a single dashboard?
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Welcome to StackState: one 
unified topology that flags 
performance anomalies
In the second quarter of 2019, the company piloted 

Dynatrace, but found it unable to meet its customiza-

tion requirements. The team then turned to Stack-

State. StackState’s Relationship-Based Observability 

platform merges all the existing, siloed topology data 

from tools such as CMDBs, Puppet, Jenkins, and 

Kubernetes into a real-time, unified topology.

From the start, StackState demonstrated value by 

integrating several of the company’s existing tools 

and services - Nagios, ServiceNow CMDB, MTV, and 

the backend engine Cronacle - into a custom dash-

board. The next step was adding in a MuleSoft API 

and Azure Cloud subscriptions. But delivering end-to-

end visibility into the company’s stack was just the 

beginning.

 

Because StackState also understands what changed 

in the environment and when, it could immediately 

flag significant performance anomalies - not all of 

the company’s data sources were being monitored 

regularly.



Time-traveling: going back to 
the exact moment an incident 
was triggered
Identifying these blind spots helped explain the slow re-

sponse time for solving previous incidents - response teams 

were missing critical information. Further, previous integra-

tions had led to some data being misaligned, misnamed, and 

misclassified - a damaging state of affairs for any company, 

but more so for one whose business relies on infinitesimal 

data updates. Better yet, StackState gave the team the pow-

er to time travel, so they can go back to the exact moment 

when an incident was triggered and retrieve the status of 

any component in the IT stack, helping to deterministically 

pinpoint root cause and speed resolution times.

The winner: a unified view 
to work together more effi-
ciently
Ultimately, however, it was StackState’s unified view 

that provided the biggest boost to the company. 

From monitoring and control to IT delivery to the 

different business teams, each stakeholder can now 

see the impact of a single change on their own cus-

tomized dashboard, in a language they understand. 

Consequently, like an orchestra playing diverse 

instruments from the same sheet of music, the entire 

organization now works together in new and dynamic 

ways, producing sweet songs for their investor. 

Ready to dive in?
Try it out today

https://www.stackstate.com/use-cases/root-cause-analysis

